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ABSTRACT
Real-world data inevitably contains noisy labels, which induce the

poor generalization of deep neural networks. It is known that the

network typically begins to rapidly memorize false-labeled samples

after a certain point of training. Thus, to counter the label noise

challenge, we propose a novel self-transitional learning method

calledMORPH, which automatically switches its learning phase at

the transition point from seeding to evolution. In the seeding phase,

the network is updated using all the samples to collect a seed of

clean samples. Then, in the evolution phase, the network is up-

dated using only the set of arguably clean samples, which precisely

keeps expanding by the updated network. Thus, MORPH effectively

avoids the overfitting to false-labeled samples throughout the entire

training period. Extensive experiments using five real-world or syn-

thetic benchmark datasets demonstrate substantial improvements

over state-of-the-art methods in terms of robustness and efficiency.
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1 INTRODUCTION
In supervised learning for data analysis tasks, deep neural net-

works (DNNs) have become one of the most popular methods in

that traditional machine learning is successfully superseded by

recent deep learning in numerous applications [13, 37]. However,

their success is conditioned on the availability of massive data

with carefully annotated human labels, which are expensive and

time-consuming to obtain in practice. Some substitutable sources,
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such as Amazon’s Mechanical Turk and surrounding tags of col-

lected data, have been widely used to mitigate the high labeling

cost, but they often yield samples with noisy labels that may not be

true [35]. In addition, data labels can be extremely complex even

for experts [7] and adversarially manipulated by a label-flipping

attack [41], thereby being vulnerable to label noise.

Modern DNNs are typically trained in an over-parameterized

regime where the number of the parameters of a DNN far exceeds

the size of the training data [19]. In principle, such DNNs have the

capacity to overfit to any given set of labels, even though part of the

lables are significantly corrupted. In the presence of noisy labels,

DNNs easily overfit to the entire training data regardless of the

ratio of noisy labels, eventually resulting in poor generalization on

test data [44]. Thus, in this paper, we address an important issue of

“learning from noisy labels.”

One of the most common approaches is sample selection, which
involves training a DNN for a possibly clean subset of noisy training

data [5, 9, 11, 12, 31, 34]. Typically, in each training iteration, a

certain number of small-loss training samples are selected as clean

ones and subsequently used to robustly update the DNN. This small-

loss trick is satisfactorily justified by the memorization effect [2]
that DNNs tend to first learn simple and generalized patterns and

then gradually memorize all the patterns including irregular ones

such as outliers and false-labeled samples.

Although this family of methods has achieved better general-

ization by training with selected small-loss training samples, they

commonly have the following two problems:

1. Discarding Hard Sample: True-labeled samples with large

losses are simply discarded by the small-loss trick, though they

have a great impact on generalization [4]. This issue can be exac-

erbated by real-world and asymmetric label noises, where the loss

distributions of true- and false-labeled samples are overlapped

closely [35].

2. Inefficient Learning: The small-loss trick suffers from confir-

mation bias [38], which is a hazard of favoring the samples se-

lected at the beginning of training. Hence, recent approaches of-

ten leverage multiple DNNs to cooperate with one another [9, 42]

or run multiple training rounds to iteratively refine their selected

set of clean samples [31, 33], thus adding heavy computational

overhead.

In this regard, we have thoroughly investigated the memoriza-

tion of a DNN on real-world noisy training samples and, conse-

quently, observed the existence of two learning periods in Figure

1(a): (i) the “noise-robust” period where the memorization of false-

labeled samples is insignificant because the DNN prefers memo-

rizing easy samples at an early stage and (ii) the “noise-prone”

period where the memorization of false-labeled samples rapidly

increases because the DNN eventually begins memorizing all the

noisy samples at a late stage of training.
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Figure 1: Key idea of MORPH: (a) and (b) show the memorization ratio when training a WideResNet-16-8 on a subset of
FOOD-101N1 with the real-world noise of 18.4%, where the memorization ratio is the number of memorized (see Definition
3.1) true- or false-labeled samples to the total number of true- or false-labeled training samples at each epoch. “Default” is a
standard training method, and “MORPH” is our proposed one; (c) contrasts the convergence of their test error.

These findings motivate us to come up with an approach that

leverages the transitional memorization nature in a single train-

ing round. In this paper, we propose MORPH, which is a self-
transitional learning approach that automatically transitions its

learning phase when a DNN enters the “noise-prone” period after

the “noise-robust” period (i.e., the dashed line in Figure 1(b)). Thus,

corresponding to these two periods, our key idea divides the train-

ing process into two learning phases, namely seeding and evolution:

1. Seeding: Owing to the negligible memorization of false-labeled

samples, the model update is initiated using all the training

samples in the noise-robust period. As the samples memorized

at this time are mostly easy samples with true labels, they are

accumulated as a clean seed to derive a maximal safe set in the

next phase. Note that MORPH automatically estimates the best

phase transition point without any supervision.

2. Evolution: Without memorizing false-labeled samples, the DNN

evolves by being updated only for the maximal safe set in the

noise-prone period. Then, the updated DNN recognizes more

true-labeled samples previously hard to distinguish and filters

out false-labeled samples incorrectly included. This alternating

process repeats per iteration so that the maximal safe set is ex-

panded and refined in the remaining noise-prone period.

Through self-transitional learning, MORPH avoids the confirma-

tion bias by exploiting the noise-robust period with all the training

samples, thus eliminating the need for additional DNNs and training

rounds. In addition, it incrementally expands the clean seed towards

the maximal safe set, which can cover even hard true-labeled sam-

ples, not just throwing them away. The alternating process in the

second phase minimizes the risk of misclassifying false-labeled sam-

ples as true-labeled ones or vice versa. Hence, as shown in Figure

1(b), MORPH prevents the memorization of false-labeled samples

by training with the maximal safe set during the noise-prone period,

while increasing the memorization of true-labeled samples. As a

result, as shown in Figure 1(c), the generalization performance of

a DNN improves remarkably even in real-world noise. Our main

contributions are summarized as follows:

• No Supervision for Transition: MORPH performs self-
transitional learning without any supervision such as a true

noise rate and a clean validation set, which are usually hard to

acquire in real-world scenarios.

1
We used the subset in which correct labels are identified.

• Noise Robustness: Compared with state-of-the-art methods,

MORPH identifies true-labeled samples from noisy data with

much higher recall and precision. Thus, MORPH improved the

test (or validation) error by up to 27.0𝑝𝑝2 for three datasets with

two synthetic noises and by up to 8.90𝑝𝑝 and 3.85𝑝𝑝 for WebVi-

sion 1.0 and FOOD-101N with real-world noise.

• Learning Efficiency: Differently from other methods, MORPH

requires neither additional DNNs nor training rounds. Thus, it

was significantly faster than others by up to 3.08 times.

2 RELATEDWORK
Numerous approaches have been proposed to address the challenge

of learning from noisy labels. For a more thorough study on this

topic, we refer the reader to surveys [7, 35].

Loss Correction: A typical method is using “loss correction,”

which estimates the label transition matrix and corrects the loss

of the samples in a mini-batch. Bootstrap [28] updates the DNN

based on its own reconstruction-based objective with the notion of

perceptual consistency. F-correction [26] reweights the forward or

backward loss of the training samples based on the label transition

matrix estimated using a pre-trained DNN. D2L [23] employs a

simple measure called local intrinsic dimensionality and then uses

it to modify the forward loss in order to reduce the effects of false-

labeled samples in learning. Ren et al. [29] included a small amount

of clean validation data into the training data and reweighted the

backward loss of the mini-batch samples such that the updated

gradient minimized the loss of those validation data. However, this

family of methods accumulates severe noise from the false cor-
rection, especially when the number of classes or the number of

false-labeled samples is large [9].

Sample Selection: To be free from the false correction, many

recent researches have adopted the method of “sample selection,”

which trains the DNN on selected samples. This method attempts

to select the true-labeled samples from the noisy training data for

updating the DNN. Decouple [25] maintains two DNNs simulta-

neously and updates the models by only using the samples with

different label predictions from these two DNNs. Wang et al. [40]

proposed an iterative learning framework that learns deep discrimi-

native features fromwell-classified noisy samples based on the local

2
A 𝑝𝑝 is the abbreviation of a percentage point.
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outlier factor algorithm. MentorNet [12] introduces a collaborative

learning paradigm in which a pre-trained mentor DNN guides the

training of a student DNN. Based on the small-loss criteria, the men-

tor provides the student with the samples whose labels are probably

correct. Co-teaching [9] and Co-teaching+ [42] also maintain two

DNNs, but each DNN selects a certain number of small-loss samples

and feeds them to its peer DNN for further training. Compared

with Co-teaching, Co-teaching+ further employs the disagreement

strategy of Decouple. INCV [5] randomly divides the noisy training

data and then employs cross-validation to classify true-labeled

samples while removing large-loss samples at each training round.

ITLM [31] iteratively minimizes the trimmed loss by alternating

between selecting a fraction of small-loss samples at the current mo-

ment and retraining the DNN using them. SELFIE [33] trains a DNN

on selectively refurbished samples together with small-loss samples.

However, this family of methods suffers from the two challenges:

(i) hard training samples with true labels are simply discarded; and

(ii) the additional overhead for multiple DNNs or training rounds

hinders them from being scalable to larger problems.

Other Directions: Beyond the supervised learning scope, Meta-

Weight-Net [32] employs a meta-learning approach to reweight

the loss of the training samples. Some other recent studies have

attempted to combine unsupervised and semi-supervised learning.

DM-DYR-SH [1] corrects the loss of training samples by modeling

label noise in an unsupervised manner. DivideMix [18] treats small-

loss training samples as labeled ones to adopt a semi-supervised

learning technique called MixMatch [3].

Difference from Existing Work: Among these directions, our

approach belongs to “sample selection” and is easily combined with

meta-learning, unsupervised learning, and semi-supervised learn-

ing approaches because they are all orthogonal to ours. The main

technical novelty of MORPH is to train the DNN with the maximal

safe set, which is safely expanded from the clean seed through the

notion of self-transitional learning. Furthermore, compared with

prior studies on the memorization of DNNs [2, 19, 22], this is the

first work to solve the problem of finding the best transition point.

3 PRELIMINARY
A 𝑘-class classification problem requires training data D =

{(𝑥𝑖 , 𝑦∗𝑖 )}
𝑁
𝑖=1

, where 𝑥𝑖 is a sample and 𝑦∗
𝑖
∈ {1, 2, . . . , 𝑘} is its true

label. Following the label noise scenario, let’s consider the noisy

training data
˜D = {(𝑥𝑖 , 𝑦𝑖 )}𝑁𝑖=1, where 𝑦𝑖 ∈ {1, 2, . . . , 𝑘} is a noisy

label which may not be true. Moreover, in conventional training,

a mini-batch B𝑡 = {(𝑥𝑖 , 𝑦𝑖 )}𝑏𝑖=1 comprises 𝑏 samples drawn ran-

domly from the noisy training data
˜D at time 𝑡 . Given a DNN

parameterized by Θ, the DNN parameter Θ is updated according

to the decent direction of the expected loss on the mini-batch via

stochastic gradient descent,

Θ𝑡+1 = Θ𝑡 − 𝜂∇
(

1

|B𝑡 |
∑

(𝑥,�̃�) ∈B𝑡
𝑓(𝑥,�̃�) (Θ𝑡 )

)
, (1)

where 𝜂 is the given learning rate and 𝑓(𝑥,�̃�) (Θ𝑡 ) is the loss of the
sample (𝑥,𝑦) for the DNN parameterized by Θ𝑡 .

As for the notion of DNN memorization, a sample 𝑥 is defined

to be memorized by a DNN if the majority of its recent predictions

at time 𝑡 coincide with the given label, as in Definition 3.1.

Definition 3.1. (Memorized Sample) Given a DNN Φ parame-

terized by Θ, let 𝑦𝑡 = Φ(𝑥 ;Θ𝑡 ) be the predicted label of a sample

𝑥 at time 𝑡 and H𝑡
𝑥 (𝑞) = {𝑦𝑡1 , 𝑦𝑡2 , . . . , 𝑦𝑡𝑞 } be the history of the

sample 𝑥 that stores the predicted labels of the recent 𝑞 epochs.

Next, based on H𝑡
𝑥 (𝑞), the probability of a label 𝑦 ∈ {1, 2, . . . 𝑘}

estimated as the label of the sample 𝑥 is formulated by

𝑝 (𝑦 |𝑥, 𝑡) = 1

|H𝑡
𝑥 (𝑞) |

∑
�̂�∈H𝑡

𝑥 (𝑞)
[𝑦 = 𝑦],

where [𝑆] =
{
1, if 𝑆 is true.

0, otherwise.

(2)

Subsequently, the sample 𝑥 with its noisy label 𝑦 is defined to

be memorized by the DNN with the parameter Θ𝑡 at time 𝑡 if

argmax𝑦𝑝 (𝑦 |𝑥, 𝑡) = 𝑦 holds. □

4 MORPH: SELF-TRANSITIONAL LEARNING
In this section, we propose MORPH which comprises the following

two phases: Phase I for preparing the clean seed during the noise-

robust period and Phase II for carefully evolving it towards the

maximal safe set during the noise-prone period.

4.1 Phase I: Seeding
Phase I initiates to update the DNN using all the training samples

in a conventional way of Eq. (1) during the noise-robust period,

where the memorization of false-labeled samples is suppressed.

Concurrently, because most of the samples memorized until the

transition point are true-labeled, MORPH collects them to form a

clean seed, which is used as an initial maximal safe set in Phase II.

The major challenge here is to estimate the best transition point.

4.1.1 Best Transition Point. The DNN predominantly learns true-

labeled samples until the noise-prone period begins. That is, at the

best phase transition point, the DNN (i) not only acquires sufficient
information from the true-labeled samples, (ii) but also accumulates

little noise from the false-labeled ones. In that sense, we propose

two memorization metrics, namely, memorization recall (MR) and
memorization precision (MP) in Definition 4.1, which are indicators

of evaluating the two properties, respectively.

Definition 4.1. (Memorization Metrics) LetM𝑡 ⊆ ˜D be a set

of memorized samples at time 𝑡 according to Definition 3.1. Then,

memorization recall and precision at time 𝑡 are formulated by

𝑀𝑅(𝑡) = |{(𝑥,𝑦) ∈ M𝑡 : 𝑦 = 𝑦∗}|
|{(𝑥,𝑦) ∈ ˜D : 𝑦 = 𝑦∗}|

,

𝑀𝑃 (𝑡) = |{(𝑥,𝑦) ∈ M𝑡 : 𝑦 = 𝑦∗}|
|M𝑡 |

(3)

whereM𝑡 = {(𝑥,𝑦) ∈ ˜D : argmax𝑦𝑝 (𝑦 |𝑥, 𝑡) = 𝑦}. □

By Definition 4.1, the best transition point 𝑡𝑡𝑟 is naturally the

moment when the recall and precision exhibit the highest value

at the same time. This decision is also supported by the empiri-

cal understanding of memorization in deep learning that a better

generalization of a DNN is achieved when pure memorization (i.e.,

high MP) and its enough amount (i.e., high MR) are satisfied simul-

taneously [19, 43]. However, it is not straightforward to find the

best transition point without the ground-truth labels 𝑦∗.
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Figure 2: MR and MP when training WideResNet-16-8
on CIFAR-100 with the asymmetric noise of 40% and
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dicates the subset in which correct labels are identified.

Figure 2 shows the change inMR andMP on the two realistic label
noises over the training period. These two metrics were observed

to follow the monotonicity after a few warm-up epochs for the

following reasons (see Section 4.1.2 for theoretical analysis):

• MR monotonically increases because a DNN eventually memo-

rizes all the true-labeled samples as the training progresses.

• MP monotonically decreases because a DNN tends to memorize

true-labeled samples first and then gradually memorizes all the

false-labeled samples.

Under the monotonicity, the best transition point is the one

cross-point of the two metrics, i.e., 𝑀𝑃 (𝑡) = 𝑀𝑅(𝑡), because it is
the best trade-off between them. Then, by finding the answer of

𝑀𝑃 (𝑡) = 𝑀𝑅(𝑡) in Eq. (3), the best transition point 𝑡𝑡𝑟 satisfies

|M𝑡𝑡𝑟 | = |{(𝑥,𝑦) ∈ ˜D : 𝑦 = 𝑦∗}| = (1 − 𝜏) | ˜D|
∴ |M𝑡𝑡𝑟 | = (1 − 𝜏) | ˜D|,

(4)

where 𝜏 is the true noise rate. Because 𝜏 is typically unknown, it

is automatically estimated by MORPH to check the condition in

Eq. (4) for the phase transition.

Regarding the noise rate estimation, MORPH fits a two-

component Gaussian Mixture Model (GMM) to model the loss dis-

tribution of true- and false-labeled samples because the distribution

is bi-modal [1, 27]. At each epoch, MORPH accumulates the loss

of all the training samples and fits the GMM to the accumulated

loss by using the Expectation-Maximization (EM) algorithm. The

probability of a sample 𝑥 being false-labeled is obtained through its

posterior probability. Accordingly, the noise rate 𝜏 is estimated by

𝜏 = E(𝑥,�̃�) ∈ ˜D [𝑝
(
𝑔|𝑓(𝑥,�̃�) (Θ𝑡 )

)
], (5)

where 𝑔 is the Gaussian component with a larger mean (i.e., larger

loss). A thorough analysis of estimating the noise rate is provided

in Appendix A.

Therefore, MORPH transitions the learning phase at time 𝑡𝑡𝑟
when the number of memorized samples is greater than or equal to

the estimated number of true-labeled ones (i.e., |M𝑡𝑡𝑟 | ≥ (1−𝜏) | ˜D|).
Please note that MORPH requires neither a true noise rate nor a
clean validation set.

4.1.2 Theoretical Analysis. We formally prove that MR and MP

change monotonically over the training time 𝑡 . Let us make an as-

sumption that a set of memorized samplesM𝑡 grows as a loss value

decreases, which generally holds because the loss value implies

how well a certain DNN predicts the label of training samples.

Assumption 4.2. Let 𝑓
˜D (Θ𝑡 ) be the expected loss of the DNN

parameterized by Θ𝑡 for all (𝑥,𝑦) ∈ ˜D. Then, it is assumed that

𝑓
˜D (Θ𝑡 ) ≥ 𝑓

˜D (Θ𝑡+1) → |M𝑡 | ≤ |M𝑡+1 | andM𝑡 ⊆ M𝑡+1 . □ (6)

Subsequently, the monotonicity of MR and MP is proven by

Theorems 4.3 and 4.4 under Assumption 4.2.

Theorem 4.3. Let the DNN be trained with gradient descent with
a learning rate 𝜂. Then,𝑀𝑅(𝑡) is a monotonically increasing function
that converges to 1 over the training time 𝑡 .

Proof. Suppose that the loss function 𝑓 : R𝑑 → R be a L-

Lipschitz convex function. Then, the loss value monotonically de-

creases with gradient descent [30],

𝑓
˜D (Θ𝑡+1) ≤ 𝑓

˜D (Θ𝑡 ) −
𝜂

2

| |∇𝑓
˜D (Θ𝑡 ) | |22 ≤ 𝑓

˜D (Θ𝑡 ) . (7)

Hence, by Assumption 4.2, |M𝑡 | increases monotonically from the

update. That is,M𝑡 gradually includes more true-labeled samples

and eventually contains all of them. Thus, Eq. (8) holds.

𝑀𝑅(𝑡) ≤ 𝑀𝑅(𝑡 + 1) and lim𝑡→∞𝑀𝑅(𝑡) = 1. □ (8)

Theorem 4.4. Let the DNN be trained with gradient descent with
a learning rate 𝜂. Then,𝑀𝑃 (𝑡) is a monotonically decreasing function
that converges to (1 − 𝜏) over the training time 𝑡 , where 𝜏 ∈ [0, 1] is
the ratio of false-labeled samples in the training data.

Proof. Let M𝑡 = C𝑡 ∪ R𝑡 , where C𝑡 and R𝑡 are the sets of

true- and false-labeled samples, respectively, memorized at time 𝑡 .

Then, |R𝑡+1 |/|R𝑡 | ≥ |C𝑡+1 |/|C𝑡 | because false-labeled samples are

memorized rapidly as the training process progresses contrary to

true-labeled samples after the DNN stabilizes by a few epochs [2].

Hence,𝑀𝑃 (𝑡) ≥ 𝑀𝑃 (𝑡 + 1) through the following derivation,

|R𝑡+1 | / |R𝑡 | ≥ |C𝑡+1 | / |C𝑡 |
⇔ |R𝑡+1 | |C𝑡 | + |C𝑡+1 | |C𝑡 | ≥ |C𝑡+1 | |R𝑡 | + |C𝑡+1 | |C𝑡 |
⇔ |C𝑡 | ( |C𝑡+1 | + |R𝑡+1 |) ≥ |C𝑡+1 | ( |C𝑡 | + |R𝑡 |)𝑠𝑝𝑎𝑐𝑖𝑛𝑔𝑠𝑝𝑎𝑐𝑖𝑛𝑔
⇔ |C𝑡 | / |M𝑡 | ≥ |C𝑡+1 | / |M𝑡+1 | ⇔ 𝑀𝑃 (𝑡) ≥ 𝑀𝑃 (𝑡 + 1) .

(9)

By gradient descent under Assumption 4.2,M𝑡 eventually contains

all the false-labeled samples of size 𝜏 | ˜D|. Thus, Eq. (10) holds.

𝑀𝑃 (𝑡) ≥ 𝑀𝑃 (𝑡 + 1) and lim𝑡→∞𝑀𝑃 (𝑡) = (1 − 𝜏). □ (10)

4.2 Phase II: Evolution
Phase II robustly updates the DNN only using the selected clean

samples called the maximal safe set in Definition 4.5. By the defini-

tion of the transition point, the initial maximal safe set obtained

in Phase I is quantitatively sufficient and qualitatively clean (i.e.,

high MR and MP); however, it can be further improved by (i) in-
cluding more hard samples previously indistinguishable and (ii)
filtering out false-labeled samples incorrectly included. In this re-

gard, we take advantage of the fact that undesired memorization of

false-labeled samples is easily forgotten by the robust update [8, 39].

Hence, MORPH robustly updates the DNN with the current maxi-

mal safe set S𝑡 as in Eq. (11) and then derives a more refined set

S𝑡+1 as in Eq. (12).
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Thus, the DNN keeps even more hard true-labeled samples C𝑛𝑒𝑤
owing to the robust update, while forgetting the false-labeled sam-

ples R𝑛𝑒𝑤 which were incorrectly memorized earlier. In this way,

MORPH becomes better generalized to almost all true-labeled sam-

ples through the evolution of the safe set.

Definition 4.5. (Maximal Safe Set) A maximal safe set S𝑡 is

defined as the set of samples expected to be true-labeled at time

𝑡 (≥ 𝑡𝑡𝑟 ), where 𝑡𝑡𝑟 is the transition point. It starts fromS𝑡𝑡𝑟 =M𝑡𝑡𝑟 ,

and is managed as follows:

1. The refinement of the maximal safe set S𝑡 accompanies the

update of the DNN parameter Θ𝑡 . To be free from memorizing

false-labeled samples in Phase II, the DNN parameter Θ𝑡+1 is
robustly learned only using the samples in S𝑡 out of the mini-

batch B𝑡 by

Θ𝑡+1 = Θ𝑡 − 𝛼∇
( 1

|B𝑡 ∩ S𝑡 |
∑

(𝑥,�̃�) ∈(B𝑡∩S𝑡 )
𝑓(𝑥,�̃�) (Θ𝑡 )

)
. (11)

2. Then, S𝑡+1 reflects the changes by the DNN update at time

𝑡 + 1, i.e., newly memorized samples C𝑛𝑒𝑤 and newly forgotten

samples R𝑛𝑒𝑤 , as formulated by

S𝑡+1 = S𝑡 + C𝑛𝑒𝑤 − R𝑛𝑒𝑤 , where
C𝑛𝑒𝑤 = {(𝑥,𝑦) ∈ (B𝑡 ∩ S𝑐𝑡 ) : argmax𝑦𝑝 (𝑦 |𝑥, 𝑡 + 1) = 𝑦},
R𝑛𝑒𝑤 = {(𝑥,𝑦) ∈ (B𝑡 ∩ S𝑡 ) : argmax𝑦𝑝 (𝑦 |𝑥, 𝑡 + 1) ≠ 𝑦}. □

(12)

Furthermore, to avoid the potential risk of overfitting to a small

initial seed, which is typically observed with a very high noise

rate, MORPH adds consistency regularization J (Θ𝑡 ) [16, 45] to the

supervised loss in Eq. (11). Without relying on possibly unreliable

labels, this regularization effectively helps learn the dark knowl-
edge [10] from all the training samples by penalizing the prediction

difference between the original sample 𝑥 and its augmented sample

𝑥 . (For the experiments, 𝑥 ’s were generated by random crops and

horizontal flips.) Hence, the update rule is finally defined by

Θ𝑡+1 = Θ𝑡 − 𝛼∇
( 1

|B𝑡 ∩ S𝑡 |
∑

(𝑥,�̃�) ∈(B𝑡∩S𝑡 )
𝑓(𝑥,�̃�) (Θ𝑡 ) +𝑤 (𝑡)J (Θ𝑡 )

)
,

where J (Θ𝑡 ) =
1

B𝑡

∑
(𝑥,�̃�) ∈B𝑡

| |𝑧 (𝑥 ;Θ𝑡 ) − 𝑧 (𝑥 ;Θ𝑡 ) | |22,

(13)

where 𝑧 (𝑥 ;Θ𝑡 ) is the softmax output of a sample 𝑥 and 𝑤 (𝑡) is a
Gaussian ramp-up function to gradually increase the weight to the

maximum value𝑤𝑚𝑎𝑥 . According to our ablation study in Section

5.6, the regularization further enhanced the robustness of MORPH

when dealing with very high noise rates.

4.3 Algorithm Pseudocode
Algorithm 1 describes the overall procedure of MORPH, which is

self-explanatory. First, the DNN is trained on the noisy training

data
˜D in the default manner (Lines 5–7). During the first phase, the

noise rate is estimated and subsequently used to find the moment

when the noise-prone period begins. Here, if the transition condi-

tion holds, Phase I transitions to Phase II after assigning the clean

seed (Lines 9–14). Subsequently, during the second phase, the mini-

batch samples in the current maximal safe set are selected to update

the DNN parameter with the consistency regularization (Lines 18–

20). The rest mini-batch samples are excluded to pursue the robust

Algorithm 1 MORPH

Input:
˜D: data, 𝑒𝑝𝑜𝑐ℎ𝑠 : total number of epochs, 𝑞: history length,

𝑤𝑚𝑎𝑥 : maximum weight for J
Output: Θ𝑡 : DNN parameters, S𝑡 : final safe set
1: 𝑡 ← 1; S𝑡 ← ∅; Θ𝑡 ← Initialize DNN parameters;

2: /* I. Seeding during Noise-Robust Period */

3: for 𝑖 = 1 to 𝑒𝑝𝑜𝑐ℎ𝑠 do
4: for 𝑗 = 1 to | ˜D|/|B𝑡 | do
5: Draw a mini-batch B𝑡 from ˜D;

6: /* Standard update by Eq. (1) */

7: Θ𝑡+1 = Θ𝑡 − 𝛼∇
(

1

|B𝑡 |
∑
(𝑥,�̃�) ∈B𝑡 𝑓(𝑥,�̃�) (Θ𝑡 )

)
;

8: 𝑡 ← 𝑡 + 1;
9: /* Noise rate estimation by Eq. (5) */

10: 𝜏 ← E(𝑥,�̃�) ∈ ˜D [𝑝
(
𝑔|𝑓(𝑥,�̃�) (Θ𝑡 )

)
];

11: /* Checking the phase transition condition */

12: if |M𝑡 | ≥ (1 − 𝜏) | ˜D| then
13: /* Assigning the initial maximal safe set */

14: 𝑡𝑡𝑟 ← 𝑡 ; S𝑡𝑡𝑟 ←M𝑡𝑡𝑟 ; break;

15: /* II. Evolution during Noise-Prone Period */

16: for 𝑖 = 𝑡𝑡𝑟 |B𝑡 |/| ˜D| + 1 to 𝑒𝑝𝑜𝑐ℎ𝑠 do
17: for 𝑗 = 1 to | ˜D|/|B𝑡 | do
18: Draw a mini-batch B𝑡 from ˜D;

19: /* Robust update by Eq. (13) */

20: Θ𝑡+1 = Θ𝑡 −𝛼∇
(

1

|B𝑡∩S𝑡 |
∑
(𝑥,�̃�) ∈(B𝑡∩S𝑡 ) 𝑓(𝑥,�̃�) (Θ𝑡 )

+𝑤 (𝑡)J (Θ𝑡 )
)
;

21: /* Updating the maximal safe set by Eq. (12) */

22: S𝑡+1 ← S𝑡 + C𝑛𝑒𝑤 − R𝑛𝑒𝑤 ;
23: 𝑡 ← 𝑡 + 1;
24: return Θ𝑡 , S𝑡 ;

learning. Finally, the maximal safe set is refined by reflecting the

change in DNN memorization resulting from the update (Lines

21–22). This alternating process is repeated until the end of the

remaining learning period.

The main additional costs of MORPH are (i) the estimation of

the noise rate (Line 10) and (ii) the additional inference step for

the consistency regularization (Line 20). Because the noise rate

is estimated using the EM algorithm once per epoch, its cost is

negligible compared with that of the inference steps of a complex

DNN. Thus, the additional inference in Phase II is the only part

that increases the time complexity. Nevertheless, the additional

cost is relatively cheap considering that other sample selection

methods [5, 9, 31, 33, 42] require either multiple additional DNNs

or multiple training rounds.

5 EVALUATION
Our evaluation was conducted to support the followings:

• MORPH ismuch robust and efficient than other state-of-the-

art sample selection methods (Section 5.2 and 5.4).

• MORPH consistently identifies true-labeled samples from noisy

data with high recall and precision (Section 5.3).

• The transition point estimated by MORPH is the optimal point
for the best test error (Section 5.5).

• The consistency regularization is much useful at a very high

noise rate (Section 5.6).
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(a) CIFAR-10. (b) CIFAR-100. (c) Tiny-ImageNet.

Figure 3: Best test errors on three datasets using WideResNet with varying asymmetric noise rates.
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Figure 4: Best test errors on three datasets using WideResNet with varying symmetric noise rates.

5.1 Experiment Setting
5.1.1 Datasets. To verify the superiority of MORPH, we performed

an image classification task on five benchmark datasets: CIFAR-

10 and CIFAR-100, a subset of 80 million categorical images [14];

Tiny-ImageNet [15], a subset of ImageNet ILSVRC12 [6]; WebVision

1.0 [21], real-world noisy data of large-scale web images crawled

from Flickr and Google Images search; and FOOD-101N [17], real-

world noisy data of crawled food images annotated by their search

keywords in the Food-101 Taxonomy. Random crops and horizontal

flips were applied for data augmentation. Please see Appendix C.1

for the details of the benchmark datasets.

5.1.2 Noise Injection. As all the labels in CIFAR and Tiny-ImageNet

are clean, we artificially corrupted the labels in these datasets with

two synthetic noises [9, 33, 42]. For 𝑘 classes, we applied the label

transition matrix T: (i) symmetric noise: ∀𝑗≠𝑖T𝑖 𝑗 = 𝜏
𝑘−1 , where a

true label is flipped into other labels with equal probability; (ii)
asymmetric noise: ∃𝑗≠𝑖T𝑖 𝑗 = 𝜏 ∧ ∀𝑘≠𝑖,𝑘≠𝑗T𝑖𝑘 = 0, where a true

label is flipped into a certain label. Here, T𝑖 𝑗 is the probability of

the true label 𝑖 being flipped to the corrupted label 𝑗 , and 𝜏 is the

noise rate. It is known that asymmetric noise is more realistic than

symmetry noise because labelers may make mistakes only within

very similar classes [33]. To evaluate the robustness on varying

noise rates from light noise to heavy noise, we tested four noise

rates 𝜏 ∈ {0.1, 0.2, 0.3, 0.4}. In contrast, we did not inject any label

noise into WebVision 1.0 and FOOD-101N because they contain

real label noise whose rate is estimated at 20.0% and 18.4% [35].

5.1.3 Hyperparameter Configuration. MORPH requires two addi-

tional hyperparameters: the history length 𝑞 and the maximum

regularization weight𝑤𝑚𝑎𝑥 . We used the best history length 𝑞=10

and maximum weight𝑤𝑚𝑎𝑥 =5.0, which were obtained via a grid

search in Appendix B.1. The 𝑤 value gradually increased from 0

to 𝑤𝑚𝑎𝑥 using a Gaussian ramp-up function as the DNN with a

large 𝑤 gets stuck in a degenerate solution at the beginning [16].

Similarly, the hyperparameters of the compared algorithms were

configured to the best values, as detailed in Appendix C.3.

5.1.4 Reproducibility. For CIFARs and Tiny-ImageNet, we trained

a WideResNet-16-8 from scratch using SGD with a momentum

of 0.9, a batch size of 128, a dropout of 0.1, and a weight decay of

0.0005. The DNNwas trained for 120 epochs with an initial learning

rate of 0.1, which was decayed with cosine annealing.

Regarding WebVision 1.0 and FOOD-101N, which contain the

real-world noise, we followed exactly the same configuration in

the previous work. For WebVision 1.0, we trained an Inception

ResNet-V2 [36] from scratch for the first 50 classes of the Google

image subset [5]; for FOOD-101N, we fine-tuned a ResNet-50 with

the ImageNet pretrained weights for the entire training set [17].

Please see Appendix C.2 for the details of the configurations.

All the algorithms were implemented using TensorFlow 2.1.0

and executed using 16 NVIDIA Titan Volta GPUs. Note that the

compared algorithms were re-implemented by us for fair compari-

son. In support of reliable evaluation, we repeated every task thrice
and reported the average test (or validation) error as well as the

average training time. The source code and trained models are

publicly available at https://github.com/kaist-dmlab/MORPH.

5.2 Robustness Comparison
5.2.1 Results with Synthetic Noise. We compared MORPH with

the five state-of-the-art sample selection methods using the small-

loss trick: Co-teaching [9], Co-teaching+ [42], INCV [5], ITLM [31],
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Table 1: Comparison with state-of-the-art methods trained onWe-
bvision 1.0. The value outside (inside) the parentheses denotes the
top-1 (top-5) classification error (%) on the WebVision validation
set and the ImageNet ILSVRC12 validation set. The results for
baseline methods are borrowed from [5].

Method WebVision Val. ILSVRC12 Val.

F-correction [26] 38.88 (17.32) 42.64 (17.64)

Decouple [25] 37.46 (15.26) 41.74 (17.74)

Co-teaching [9] 36.42 (14.80) 38.52 (15.30)

MentorNet [12] 37.00 (18.60) 42.20 (20.08)

D2L [23] 37.32 (16.00) 42.20 (18.64)

INCV [5] 34.76 (14.66) 38.40 (15.02)

MORPH 29.98 (11.33) 33.09 (12.62)

Table 2: Comparison with state-of-the-art methods
trained on FOOD-101N. The value denotes the top-1 clas-
sification error (%) on the FOOD-101 validation set. The
results for baseline methods are borrowed from [17, 20].
† indicates that extra clean (or verification) labels were
used for supervision.

Method FOOD-101 Val.

Cross-Entropy [17] 18.56

Weakly Supervised [46] 16.57

CleanNet (𝑤ℎ𝑎𝑟𝑑 )† [17] 16.53

CleanNet (𝑤𝑠𝑜 𝑓 𝑡 )† [17] 16.05

Guidance Learning† [20] 15.80

MORPH 14.71
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False-Labeled Sample
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(a) Asymmetric Noise 40%. (b) Symmetric Noise 40%.

Figure 5: Loss distribution of true- and false-labeled samples
at the training accuracy of 50% on noisy CIFAR-100.

and SELFIE [33]. In addition, the comparison with DM-DYR-SH [1]

and DivideMix [18], which are in fact not directly comparable with

MORPH, is discussed in Appendix B.2. Figures 3 and 4 show the test

errors of the six sample selection methods with varying asymmetric
and symmetric noise rates. See Appendix D.1 for the tabular reports.

Asymmetric Noise:MORPH generally achieved the lowest test er-

rors with respect to a wide range of noise rates. The error reduction

became larger as the noise rate increased, reaching 6.6𝑝𝑝–27.0𝑝𝑝

at a heavy noise rate of 40%. In contrast, the performance of the

other methods worsened rapidly with an increase in the noise rate.

As shown in Figure 5(a), because the loss distributions of true- and

false-labeled samples are closely overlapped in asymmetric noise,

the philosophy of selecting small-loss samples could not distin-

guish well true-labeled samples from false-labeled samples. Thus,

the other methods simply discard a lot of hard training samples

even if they are true-labeled. On the other hand, MORPH gradually

includes them by its alternating process in Phase II.

Symmetric Noise: MORPH generally outperformed the other

methods again, though the error reduction was relatively small, i.e.,

0.42𝑝𝑝–26.3𝑝𝑝 at a heavy noise rate of 40%. The small-loss trick

was turned out to be appropriate for symmetric noise because the

loss distributions are clearly separated, as illustrated in Figure 5(b).

Putting them together, we contend that only MORPH realizes

noise type robustness, evidenced by consistently low test errors in

both asymmetric and symmetric noises.

5.2.2 Results with Real-World Noise. Tables 1 and 2 summarize the

results on Webvision 1.0 and FOOD-101N. MORPH maintained its

dominance over multiple state-of-the art methods for real-world
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Figure 6: Label F1-Scores on twoCIFARs data usingWideRes-
Net with varying noise rates.

label noise as well. It improved the top-1 validation error by 4.44𝑝𝑝–

8.90𝑝𝑝 and 1.09𝑝𝑝–3.85𝑝𝑝 in Webvision 1.0 and FOOD-101N, re-

spectively. The lowest error ofMORPH in FOOD-101Nwas achieved

even without extra supervision from the verification labels.

5.3 In-depth Analysis on Selected Samples
5.3.1 F1-Score of Selected Clean Samples. The superior robustness
of MORPH is attributed to its high label recall (LR) and precision (LP),
which are calculated by replacingM for MR and MP in Eq. (3) with

the set of selected clean samples [9]. LR and LP are the performance

indicators that respectively represent the quantity and quality of

the samples selected as true-labeled ones [9]. Hence, we compare

MORPH with the other five sample selection methods in terms of

the label F1-score = (2 · 𝐿𝑃 · 𝐿𝑅)/(𝐿𝑃 + 𝐿𝑅).

To evaluate the label F1-score, MORPH used its final maximal

safe set, Co-teaching(+) and SELFIE used the samples selected during

their last epoch, and INCV and ITLM used the samples selected
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Figure 7: Evolution of the maximal safe set in Phase II using
WideResNet on CIFAR-10 with two synthetic noises.

Table 3: Best test errors (%) ofMORPHwith early or late tran-
sition based on the best point, where 𝛼 is added to the esti-
mated noise rate in Eq. (4) to force early or late transition.
CIFARs with two synthetic noises of 40% were used.

Transition Point Early Best Late

A value 𝛼 +10% +5% +0% -5% -10%

CIFAR-10 (Sym.) 8.71 8.37 8.01 9.39 9.75

CIFAR-10 (Asym.) 7.53 6.20 6.34 7.43 8.08

CIFAR-100 (Sym.) 29.8 28.5 27.4 28.1 28.5

CIFAR-100 (Asym.) 28.3 27.2 26.3 27.0 28.9

for their final training round. Figure 6 shows their label F1-scores.

Only MORPH achieved consistently high label F1-scores of over

0.91 in all the cases. This result corroborates that MORPH identifies

true-labeled samples with high recall and precision regardless of

the noise type and rate.

5.3.2 Evolution of the Maximal Safe Set. Figure 7 shows the LR

and LP values on the maximal safe set obtained at each epoch

since Phase II begins. At the beginning of Phase II, both LR and LP

already exhibited fairly high values because the initial set is derived

from the samples memorized at the transition point, which is the

best compromise between MR and MP. Moreover, as the training

in Phase II progressed, LR increased gradually by adding more

hard true-labeled ones previously indistinguishable (i.e., C𝑛𝑒𝑤 ), and
LP also increased gradually by filtering out false-labeled samples

incorrectly included (i.e., R𝑛𝑒𝑤 ). Notably, their improvement was

consistently observed regardless of the noise type and rate, thereby

achieving remarkably high LR and LP at the end. The high F1-score

of MORPH in Figure 6 is well supported by this evolution of the

maximal safe set.

5.4 Training Efficiency Comparison
Another advantage of MORPH is its efficiency in training the DNN.

Differently from the other methods that require additional DNNs

or training rounds, MORPH needs only a single training round for

a single DNN. Figure 8 shows the training time of the six sample

selection methods as well as the non-robust method (“default”) on

two CIFAR datasets. MORPH added only 24.2–38.0% overhead,

mostly caused by the consistency regularization, compared with

the non-robust method. Among the six robust methods, MORPH

was the fastest in each case because of its relatively cheap additional
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Figure 8: Training time on CIFAR-10 and CIFAR-100
datasets with asymmetric noise.
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Figure 9: Effect of the consistency loss J (𝜃 ) on Tiny-
ImageNet with asymmetric noise.

costs. Overall, MORPH was 1.13–3.08 times faster than the other

methods. The difference between the training time of the robust

baselines tended to be determined by the total number of training

rounds, which is represented by one of their hyperparameters. See

Table 6 in Appendix D.2 for the result of all datasets.

5.5 Optimality of the Best Transition Point
It is of interest to verify the optimality of the best transition point.

Hence, we investigated the performance change of MORPH when

forcing early or late transition. Table 3 shows the test errors of

MORPH with early or late transition based on the estimated best

transition point. The best test error was generally achieved at the

estimated best point other than those around the best point. The

more deviated a transition point from the best point, the higher the

test error. Overall, this empirical result confirms the optimality of

the best transition point estimated by MORPH.

5.6 Effect of Consistency Regularization
Figure 9 shows the effect of the consistency regularization. Inter-

estingly, as shown in Figure 9(a), the test error of MORPH was

further improved by adding the consistency loss in Eq. (13). The

higher the noise rate, the greater the benefit, because the overfit-

ting issue caused by a smaller size of the initial maximal safe set is

mitigated. Regarding the training time, as shown in Figure 9(b), the

regularization slightly slowed down the training speed owing to the

extra inference steps. Because MORPH achieved lower test error

than the other robust methods even without the regularization (see
Appendix D.1 for details), practitioners may skip employing the

regularization if their time budgets are restricted.
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6 CONCLUSION
We proposed a novel self-transitional learning scheme called

MORPH for noisy training data. The first phase exploits all

training samples and estimates the optimal transition point. The

second phase completes the rest of the training process using

only a maximal safe set with high label recall and precision.

MORPH can be easily applied to many real-world cases because

it requires neither a true noise rate nor a clean validation set.

Through extensive experiments using various real-world and

simulated noisy datasets, we verified that MORPH consistently

exhibited significant improvement in both robustness and efficiency

compared with state-of-the-art methods. Overall, we believe that

the division of the training process into two phases unveils a new

approach to robust training and can inspire subsequent studies.
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Figure 10: AUL distributions of true- and false-labeled sam-
ples using the ground-truth label and the GMM on two CI-
FAR datasets with two synthetic noises of 40%.

A NOISE RATE ESTIMATION
In order to accurately estimate the noise rate, we compared two
widely-used methods. The first one was adopted in all experiments

because it showed better performance than the second one.

1. Gaussian Mixture Model (GMM): The first method is exploit-

ing a one-dimensional and two-component GMM to model the

loss distribution of true- and false-labeled samples [1, 27]. Be-

cause the loss distribution tends to be bimodal, the probability

of a sample being a false-labeled sample is obtained through its

posterior probability. Subsequently, the noise rate is estimated

by computing the expectation of the posterior probability for

all the training samples. However, in considering that the DNN

eventually memorizes all the training samples, the training loss

becomes less separable by the GMM as the training progresses.

Thus, we computed the Area Under the Loss curve (AUL) [27],
which is the sum of the samples’ training losses obtained from

all previous training epochs. The main benefit of the AUL is

that its distribution remains separable even after the loss signal

decays in later epochs. Therefore, as shown in Figure 10, the loss

distributions of true- and false-labeled samples are modeled by

fitting the GMM to the AULs of all the training samples, and the

noise rate at time 𝑡 is estimated by

𝜏 = E(𝑥,�̃�) ∈ ˜D [𝑝
(
𝑔|𝐴𝑈𝐿𝑡 (𝑥,𝑦)

)
],

where AUL𝑡 (𝑥,𝑦) =
𝑡∑
𝑖=1

𝑓(𝑥,�̃�) (Θ𝑡 ) and
(14)

𝑔 is the Gaussian component with a larger mean (i.e., larger AUL).

2. Cross-Validation: The second method is estimating the noise

rate by applying cross-validation on two randomly divided noisy

training datasets
˜D1 and

˜D2 [5]. Under the assumptions that

these two datasets share exactly the same label transition matrix,

the noise rate quantifies the test accuracy of DNNs, which are
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Figure 11: Hyperparameter selection on the CIFAR-100
dataset with two noise types of 40%.

Table 4: Best test errors (%) of MORPH compared with DM-
DYR-SH and DivdeMix using CIFAR-100.

Noise Type Sym. Noise Asym. Noise

Noise Rate 20% 40% 70% 20% 40%

DM-DYR-SH 28.0 32.2 46.4 31.1 46.3

DivdeMix 25.3 27.6 38.9 25.4 44.1

MORPH 23.6 27.4 39.5 23.0 26.3

trained and tested on previously mentioned noisy datasets
˜D1

and
˜D2, respectively. In the case of synthetic noises, the test

accuracy is approximated by a quadratic function of the noise

rate. Therefore, the noise rate can be estimated from the test

accuracy obtained by the cross-validation. Refer to [5] for details.

B SUPPLEMENTARY EVALUATION
B.1 Hyperparameter Selection
To ascertain the optimal values of the history length 𝑞 and the max-

imum weight𝑤𝑚𝑎𝑥 , we trained a WideResNet-16-8 on CIFAR-100

at a noise rate of 40%. Here, because no validation data exists for

the CIFAR-100 dataset, we constructed a small clean validation set

by randomly selecting 1, 000 images from the original training set

of 50, 000 images. Then, the noise injection process was applied

to only the rest 49, 000 training images. Figure 11 shows the val-

idation errors of MORPH obtained by grid search on the noisy

CIFAR-100 dataset. These two hyperparameters were chosen in

the grid 𝑞 ∈ {5, 10, 15} and 𝑤𝑚𝑎𝑥 ∈ {0.0, 5.0, 10.0, 15.0}. The two
hyperparameters were not that sensitive to the noise rate. Typically,

the lowest validation error depending on 𝑞 was achieved when the

value of 𝑞 was 10 for both noise types. As for𝑤𝑚𝑎𝑥 , the validation

error was observed to be the lowest when the value of𝑤𝑚𝑎𝑥 was

5.0. Therefore, we set the values of 𝑞 and 𝑤𝑚𝑎𝑥 to be 10 and 5.0,

respectively, in all experiments.

B.2 Comparison with More Recent Methods
DM-DYR-SH [1] and DivideMix [18] are similar to MORPH in that

they also use mixture models for handling noisy labels. However,

the mixture model is used for a different purpose: DM-DYR-SH and

DivideMix use the mixture model to identify clean samples based

on the small loss trick; on the other hand, MORPH uses the model

to find the best transition point. In addition, MORPH no longer

relies on the small-loss trick, and incrementally identifies a better

set of clean samples through our alternating scheme in Phase II.
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Table 5: Best test errors (%) of seven training methods on two syn-
thetic noises of 40% in Figures 3 and 4.
Noise Type Asymmetric Noise in Figure 3 Symmetric Noise in Figure 4

Dataset CIFAR-10 CIFAR-100 Tiny-Image CIFAR-10 CIFAR-100 Tiny-Image

Co-teaching 24.7 44.8 61.8 12.4 30.2 48.8
Co-teaching+ 21.3 53.3 66.5 20.3 53.7 64.2
INCV 22.2 47.0 63.8 9.43 30.1 49.7
ITLM 12.9 41.9 63.9 8.43 29.3 49.0
SELFIE 13.5 38.6 55.4 10.4 28.2 48.4

MORPH w/o. J(Θ) 7.25 27.1 48.9 8.27 27.8 47.0
MORPH w. J(Θ) 6.34 26.3 47.2 8.01 27.4 46.2

Table 6: Training time (sec) of seven trainingmethods on
two synthetic noises of 40% in Figures 3 and 4.

Asymmetric Noise in Figure 3 Symmetric Noise in Figure 4

CIFAR-10 CIFAR-100 Tiny-Image CIFAR-10 CIFAR-100 Tiny-Image

14,107 13,386 60,262 13,171 11,886 53,660

15,527 17,244 82,982 15,365 17,459 80,038

30,376 26,628 104,597 28,915 24,668 99,314

20,068 18,212 69,037 18,763 16,749 60,469

29,730 28,352 115,208 29,436 27,931 113,380

9,646 9,477 39,728 9,598 9,488 40,154
11,198 11,828 50,594 11,331 12,049 49,412

Nevertheless, we compared MORPH with DM-DYR-SH and Di-
videMix for a more in-depth analysis. The results are summarized in

Table 4. Only MORPH achieved the noise type robustness; the per-

formance of DM-DYR-SH and DivideMix was considerably worse

in asymmetric noise because their underlying philosophy is based

on the small-loss trick. In fact, DM-DYR-SH and DivideMix are

favored because they are equipped with an unsupervised or semi-

supervised method such as Beta Mixture [24] and MixMatch [3] to
further improve the performance, while MORPH deals with only

sample selection. Please note that this superior performance of

MORPH was achieved even without adopting the unsupervised

or semi-supervised method. MORPH is expected to perform even

much better when combined with such an additional technique.

C DETAILS ON EXPERIMENT SETTING
C.1 Benchmark Datasets
For the experiment, we prepared five synthetic or real-world

noisy datasets: CIFAR-10
3
(10 classes) [14] and CIFAR-100

3
(100

classes) [14], a subset of 80 million categorical images with

50K training images and 10K test images; Tiny-ImageNet
4
(200

classes) [15], a subset of ImageNet with 100K training images and

10K test images; Webvision 1.0
5
(1, 000 classes) [21], real-world

noisy data of crawled images using the concepts in ImageNet

with 2.4M training images, 50K WebVision validation images,

and 50K ImageNet ILSVRC12 validation images; FOOD-101N
6
(101

classes) [17], real-world noisy data of crawled food images with

310K training images and 25K FOOD-101 validation images. Fol-

lowing the previous work [5], we used only the first 50 classes of

the Google image subset in Webvision 1.0.

C.2 Training Setup for Real-World Data
To verify the practical usability of MORPH on real-world noisy la-

bels, we performed a classification task onWebvision 1.0 and FOOD-

101N. We followed exactly the same configurations in the previous

work [5, 17, 20]. For Webvision 1.0, we trained an InceptionResNet-

V2 from scratch for 120 epochs using SGD with a momentum of 0.9

and an initial learning rate of 0.1, which was divided by 10 after 40

and 80 epochs (refer to [5]). For FOOD-101N, we trained a ResNet-

50 with the ImageNet pretrained weights for 60 epochs using SGD

with a momentum of 0.9 and an initial learning rate of 0.01, which

was divided by 10 after 30 epochs (refer to [17]). Regardless of the

dataset, we used a batch size of 64, a dropout of 0.4, and a weight

3
https://www.cs.toronto.edu/~kriz/cifar.html

4
https://www.kaggle.com/c/tiny-imagenet

5
https://data.vision.ee.ethz.ch/cvl/webvision/dataset2017.html

6
https://kuanghuei.github.io/Food-101N

decay of 0.001. Random crops and horizontal flips were applied for

data augmentation.

C.3 Algorithm Hyperparameters
For reproducibility, we clarify the hyperparameter setup of all com-

pared algorithms. Please note, if the true noise rate 𝜏 was needed

as one of the hyperparameters (in Co-teaching, Co-teaching+, ITLM,

and SELFIE), then it was set to be the noise rate 𝜏 estimated by

MORPH for fair comparison. The other hyperparameters for each

method are configured favorably as follows:

• Co-teaching(+): To decrease the number of selected samples

gradually at the beginning of the training, the warm-up epoch

is required as a hyperparameter; it was set to be 15, which is

reported to achieve the best performance in the original paper [9].

• INCV : Following the original paper [5], the total number of train-

ing rounds was set to be 4; the DNN was trained for 50 epochs

using the Adam optimizer; an initial learning rate was set to be

0.001, which was divided by 2 after 20 and 30 epochs and finally

fixed to be 0.0001 after 40 epochs. Subsequently, all the training

samples selected by INCV were used to retrain the DNN using

Co-teaching with the same configuration.

• ITLM: Because it iterates the training process multiple times

as well, the total number of training rounds was set to be 5. As

mentioned in the original paper [31], the training process for

the first 4 rounds was early stopped because it may help filter

out false-labeled samples. Subsequently, without early stopping,

the DNN was retrained using the samples selected from the 4th

round during the last training round.

• SELFIE: Four hyperparameters are required for SELFIE. The
warm-up epoch for sample selection was set to be 15 similar

to Co-teaching. The uncertainty threshold and the history length

for loss correction were set to be 0.05 and 15, respectively, which

are the best values obtained from a grid search in the original

paper [33]. The training process was restarted twice according

to the authors’ recommendation.

D COMPLETE EXPERIMENT RESULTS
D.1 Test Error with Synthetic Noises
Table 5 shows the test error of seven training methods using

WideResNet-16-8 on simulated noisy datasets with 40% noise rate.

Two variants of MORPH depending on the existence of the consis-

tency regularization were included for comparison.

D.2 Training Time with Synthetic Noises
Table 6 shows the training time of seven training methods using

WideResNet-16-8 on simulated noisy datasets with 40% noise rate.
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